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"
\ ABSTRACT* E

\l?\

A new speech analysis-synthesis system has been developed ']
which is capable of independent manipulation of the fundamental |
frequency and spectral envelope of a speech waveform. The
system deconvolves the original speech with the spectral-
envelope estimate to obtain a model for the excitation. Hence,
explicit pitch extraction is not required. As a consequence,
the trangformed speech is more natural sounding than would be
the case if the excitation were modeled as a sequence of pulses.
The system has applications in the areas of voice modification,
baseband-excited vocoders, time-scale modification, and fre-
quency compression as an aid to the partially deaf.
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SPEECH TRANSFORMATION SYSTEM
(SPECTRUM AND/OR EXCITATION)
WITHOUT PITCH EXTRACTION

I. INTRODUCTION

A steady-state speech waveform can generally be modeled as a convolution of two distinct
components, one of which is loosely referred to as the excitation and the other as the vocal-tract
filter. During voiced utterances, the excitation consists of a quasi-periodic series of pulses
produced by the vibrations of the vocal folds. The shape of the vocal tract, controlled by the
positioning of the articulators (tongue, jaws, etc.) determines the frequency response of the
vocal-tract filter. Unvoiced sounds are usually produced by a tight constriction at some point
along the vocal tract. Again the vocal-tract shape, especially to the front of the constriction,
determines the frequency shaping, but the excitation is a sound pressure noise source with no
periodicities evident.

To construct a simplified digital model of the speech waveform, a common approach is to
model the excitation as a sequence of unit samples spaced by the fundamental period during
voiced utterances, or as a pseudorandom noise function during unvoiced utterances. The spec-
tral envelope is then modeled as a frequency-shaping filter, which incorporates the formant
resonances, the high-frequency falloff due to the fact that glottal pulses are not really impulses,
as well as the radiation effects. When the simplified excitation is processed through a carefully
selected frequency-shaping filter, a sound is produced which closely resembles true speech (see
Ref. 1, pp. 379-385).

A vocoder, or voice encoder, is an analysis-synthesis system which characterizes a true
speech utterance by a set of parameters describing the excitation and the frequency-shaping
filter as a function of time (see Ref. 1, pp.324-334). Typically, a vocoder models the excitation
as either voiced or unvoiced, and during voiced segments of speech extracts an estimate of the
fundamental frequency. The frequency-shaping filter is also estimated by some form of spectral
analysis of a small segment of the waveform. Since the short-time spectrum of the speech is not
in fact stationary, but rather varies slowly with time, the parameters must be updated frequently,
usually on the order of every 10 to 20 ms.

The synthesis is achieved by convolving the modeled excitation with the filter specified by
the spectral parameters. Generally, some sort of parameter interpolation is done to assure a
smooth transition whenever a new set of parameters is provided.

Once the parameters describing the simplified excitation and spectral envelope have been
derived, it is possible to perform certain transformations on these parameters to produce a
modified speech waveform. For example, the apparent pitch of the speaker can be altered by
multiplying the derived estimate for the fundamental frequency by a fixed factor prior to the re-
construction of the synthetic speech.

The temporal characteristics of the speech can also be altered, by updating the parameters

at the synthesizer at a different rate from the rate of extraction of the parameters at the analyzer.

For example, if the speech were sampled at a 10-kHz sampling rate, then 100 samples of input
speech would correspond to 10 ms. If it is assumed that the analyzer updatcs the parameters
every 10 ms (i.e., has a 10-ms frame rate), then the synthesizer could simply generate 200




rather than 100 samples prior to the introduction of each new set of parameters. After the entire
utterance is processed, the synthesized speech contains twice as many samples as the analyzed
speech. Played out at the same clock rate, i.e., 10-kHz sampling rate, the synthesized speech
would be twice as slow as the original.

The above alteration of temporal characteristics can be transformed to an alteration of spec-
tral characteristics by playing out the synthesized speech at a different sampling rate. In the
above example, if the D/A clock rate is set to twice the A/D clock rate, then the synthesized
speech will be frequency-expanded, rather than time-expanded, by a factor of 2.

It is possible to preserve the fundamental frequency in conjunction with an alteration in the
spectral envelope, by premultiplying the extracted fundamental period by the correct factor
prior to reconstruction of the synthetic speech. In the above system, a doubling of the funda-
mental period will cause twice as many samples to be generated per pitch period. Thus, when
the D/A clock rate is also doubled relative to the A/D clock rate, each pitch period will be re-
stored to its original tim= interval. Hence, there is independent control over the fundamental-
frequency manipulations and the spectral/time manipulations.

A vocoder can thus be used to generate a variety of interesting transformations on the speech
waveform. Two possible applications, in addition to time modification, are voice modification
and frequency compression. To convert a male voice into a female-like voice, an appropriate
first-order approximation is to expand the vocal-tract spectrum by 20 percent and double the
fundamental frequency. To realize these specifications the extracted fundamental frequency is
multiplied by 2/1.2, 120 output samples are generated for each 100 input samples, and the syn-
thetic speech is played out at a 20-percent increased clock rate.

Another possibility is to use the vocoder to compress the spectrum into low frequencies to
bring the information down into a range that is potentially usable by people with high-frequency
hearing loss.2 It is likely that, at least for male voices, a more speech-like result would be
realized if the fundamental frequency were left unchanged, while the spectral envelope was com-
pressed. An analogous transformation is needed to restore helium speech spoken by divers.3
With a vocoder, a spectral compression by a factor ¢, with no alteration of the fundamental fre-
quency, could be achieved by multiplying the extracted fundamental frequency by c, generating
1/c of the original number of samples per frame, and playing out the synthetic speech at 1/c of
the original sampling rate.

Such transformations are relatively straightforward to realize, given a vocoder which rep-
regents the voiced excitation as a sequence of unit samples spaced by the predetermined funda-
mental period. Unfortunately, the quality of the vocoded speech is critically dependent upon the
pitch-extraction algorithm, and pitch errors (which are nearly inevitable) produce intrusive
glitches in the synthetic speech. Furthermore, the vocoded speech has a distinct synthetic
quality, due to the simplified excitation model.

Another approach to obtaining a model for the excitation is to process the waveform with a
filter whose response is the inverse of the spectral envelope. The resulting signal e(n), as
shown in Fig. 1, has a flat spectrum envelope and is periodic with the frequency of the glottal
excitation. If it could be modified in some way to effect a change in the fundamental frequency,
then the modified excitation function could be used to excite the vocal-tract filter, without ever
resorting to an explicit extraction of the fundamental frequency. The expectation is that synthetic
speech using the spectrally flattened waveform as excitation would sound smoother and more nat-
ural than vocoded speech.
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Fig.1. A method for doubling fundamental frequency
without altering spectral envelope.

However, when the excitation is obtained by deconvolution, there is no longer the capability
of controlling the number of samples generated per frame. In order to shorten the fundamental
period by a factor of 2, it is necessary to lowpass-filter and 2:1-downsample the derived excita-
tion function prior to the introduction of the frequency-shaping filter. This step is illustrated in
Fig. 1, where the resulting downsampled error signal is labeled &(n). The number of synthetic
speech samples derived from &(n) is automatically also reduced by the factor of 2, relative to the
original x(n). Hence, speech is generated [9(n) in the figure] which, if played out at the original
clock rate, will contain the correct frequency-shaping characteristics, and a fundamental fre-
quency which is twice the original value. Unfortunately, the speaking rate will also, necessarily,
be twice as fast.

The correct speaking rate can be restored by processing the synthetic speech through a phase
vocoder.4’5 A phase vocoder obtains a high-resolution spectrum every few milliseconds, and
transforms the spectral information to polar coordinates, to obtain a magnitude and phase spec-
trum. Time/frequency characteristics can be modified by multiplying the (unwrapped) phase
spectrum by the appropriate constant, (Phase must be unwrapped to remove 2r discontinuities,
as will be discussed later.)

The unwrapped phase measured from a single narrow-bandpass filter corresponding to one
spectral coefficient is approximately the integral in time of the frequency of the harmonic passed
by that filter (see Sec,II). Thus, when the phase is multiplied by a factor c, the result is equiva-
lent to multiplying the frequency passed by the filter by the same factor. The resulting frequency-
scale modification can be converted to time-scale modification by altering the D/A clock rate.
With the appropriate choice of the factor c¢ and the D/A clock rate, a specified adjustment of both
frequency and temporal characteristics can be achieved.

To recapitulate, a possible system for altering the fundamental frequency without changing
either the resonance or temporal characteristics is as illustrated in Fig. 1. A model for the
spectral-envelope filter v(n) is derived from a small portion of the input waveform x(n). IDecon-
volution of x(n) with v(n) yields the error signal e(n) in the figure. This error signal can then be
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lowpass-filtered and 2:1-downsampled to yield a new error signal €(n) which, if played out at the
original clock rate, would generate a fundamental frequency that is twice as high as the original
fundamental frequency. The modified error signal is then processed back through the spectral-
envelope filter, and the output 9(n) is processed through a phase vocoder to 2:1 time-expand the
signal. Finally, y(n) is played out with a D/A clock rate equal to the original A/D clock rate.

As shown in the waveform diagrams below the block diagram in Fig. 1, y(n) has the same number
of samples as x(n) but glottal pulaes are occurring twice as often, as desired.

If it is desired to compress the spectrum by some amount while preserving the fundamental
frequency intact, it is not necessary to process the synthesized speech through a phase vocoder.
In this case, the downsampled waveform is played back at a lower sampling rate and, therefore,
temporal characteristics are preserved. In the example of Fig.1, if ?(n) were played out at half
the original sampling rate, time would be preserved, but frequencies would be compressed by a
factor of 2. Thus, applications such as frequency compression as an aid for persons suffering
from high-frequency hearing loss, or the restoration of divers' speech, do not require the addi-
tional processing through the phase vocoder, and hence are more straightforward than applica-
tions requiring additional time/frequency-scale modification.

Lowering the fundamental frequency is an intrinsically more difficult problem than raising
it, because it is necessary to generate additional harmonics rather than to remove higher har-
monics. The problem is similar to that of high-frequency regeneration from baseband excita-
tion — a problem which has been addressed by several researchers.é"8

The goal of these researchers was to reduce the required bit rate for speech transmission
by deriving a major portion of the excitation spectrum from the low-frequency information. The
two basic approaches to generation of higher harmonics from the lower ones are either to apply
nonlinearities to the signal9 or to copy-up the existing harmonics into the higher frequencies
simply by duplicating the spectrum.7 The major disadvantage of the nonlinearity method is that
interharmonic noise tends to be enhanced relative to the signal by the nonlinear process. With
the duplication technique, the higher harmonics are not necessarily located at integer multiples
of the fundamental. Particularly for high-pitched voices, annoying background pitches are at
times perceived superimposed on the voice pitch.

In lowering the fundamental frequency, by whatever technique, temporal characteristics
again are destroyed. For example, a simple mechanism is to 2:1-upsample the error signal
(derived by convolving the waveform with the inverse filter of the spectral envelope) alternating
zero samples with data samples. Since the upsample step is not followed by a lowpas3 filter,
the upper half of the spectrum is a folded replica of the first half. If the upsampled data set is
reshaped with the spectral-envelope filter and then played out at the original clock rate, the
effect will be to preserve the spectrum, lower the fundamental frequency by a factor of 2, and
time-expand the utterance by a factor of 2. Additional processing through a phase vocoder is
then necessary to restore the correct temporal characteristics.

The goal of this report is to develop and implement a system which is capable of independent
manipulation of the excitation and spectral-envelope characteristics without resorting to an ex-
plicit parametric representation of the fundamental-frequency contour. The major issues ad-
dressed are:




(a) Selection of an appropriate model for the spectral-envelope filter.

(b) Development of a method for generating higher harmonics from those
available in order to minimize the effects of frequency-offset problems
and interharmonic noise enhancement, and

(c) Integration of the system with a phase vocoder to restore desired tem-

poral characteristics.

Derivation of the spectral envelope, harmonic duplication, and time/frequency-scale modi-
fication are the basic tools needed to realize a large battery of potentially useful transformations
of the speech waveform. Among the applications discussed here are frequency compression,
baseband-excited vocoding, voice transformation, and time-scale modification.

Section II is an overview of the structure of a system which was developed to meet the above
design goals. Following the overview, various agpects of the system are dealt with in detail, in
conjunction with the description of specific transformations that were implemented. Next, some
results are presented, in the form of waveforms, spectra, and spectrograms, illustrating the
various transformations. Finally, suggestions are made for possible further research both in
improving the efficiency of computation or quality of the transformed speech, and in further ex-
tensions of the applications.
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II. GENERALIZED SYSTF\. 51rRUCTURE

In this section we describe the basic generalized system used to perform various transfor-
mations ou the speech waveform. A detailed description of the individual components, as well
as the specific system design related to distinct transformations, will be presented in subsequent
sections.

As described in Sec. I, the first step in Fig. 1 is the derivation of the spectral envelope.
Many of the techniques available for extraction of the spectral envelope begin with some form of
spectral analysis. Since the phase vocoder, needed in the final step to restore temporal char-
acteristics, also requires spectral analysis, it seems logical to attempt a restructuring of the
system to combine the two spectral analysis steps into one.

Figure 2(a) is a block diagram of the system which was implemented, motivated by the above
arguments. For clarity, the example is the specific application already discussed in Fig. 1,
namely a 2:1 increase in the fundamental frequency without alteration of the spectral envelope.
lLater, a more generalized version will be described.

For this system structure, all the deconvolution, convolution, and filtering steps are done
in the frequency domain., The return to the time domain is accomplished in the final step, by
summing the modified spectral coefficients. The system operates at the sampling rate, hence
each box is updated with each new input speech sample. The system is therefore computation-
ally expensive. It is possible to reconfigure the system to take advantage of the FFT-type phase-
vocoder algorithm as implemented by Portnot‘f,4 at considerable savings in computational time,
as will be described later.

Returning to Fig.2(a), we observe that the first step is to compute a high~resolution spec-
trum of a windowed portion of the input waveform. The window should be long enough to include
a few pitch periods, but short enough such that the spectral envelope can be approximated as
stationary. A good choice is thus about 30 ms.

Once the spectrum has been computed, it is converted from rectangular to polar coordinates
to yield a magnitude spectrum and a phase spectrum. The spectral envelope is derived from the
magnitude spectrum by smoothing in frequency, to remove the pitch ripple, as shown in Fig. 2(b),
(1) and (II).

The time-domain deconvolution to obtain the excitation magnitude spectrum is achieved by
dividing the magnitude spectrum by the envelope, yielding the spectrum shown schematically in
Fig. 2(b), (III). The lowpass filter [part (IV) of the figure] with cutoff frequency n/2 is realized
by simply discarding the upper half of the flattened magnitude and phase spectra.

The lower half of the magnitude spectrum must now be reshaped with the spectral-envelope
data [part (II) in Fig. 2(b)]. Since the upper half of the magnitude spectrum has been discarded,
it contains only half as many samples as does the spectral-envelope spectrum. Hence, the en-
velope gspectrum must be 2:1-downsampled in frequency, as shown in part (V) of Fig. 2(b), p:rior
to the sample-by-sample multiplication that is needed to reshape the excitation magnitude sy
trum with the spectral envelope [part (VI)].

The final frequency-domain transformation step is to remap the reshaped magnitude spec-
trum from 0 to 7/2 into the entire frequency band. This step is achieved by modifying the phase
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Fig. 3. Illustration of how doubling unwrapped phase of time waveform
passed by a single narrowband filter (one DFT coefficient) is equivalent
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spectrum, as outlined in Fig.3. The unwrapped phase component, measured as a function of
time, from a single narrowband filter (corresponding to one DFT coefficient) is approximately

a straight line with slope equal to the frequency of the harmonic passed by that filter, as shown '
in the figure. If this component is then doubled, the slope of the line (and thus also the frequency
of the harmonic present in that filter) is also doubled. When the phase component of each DFT
coefficient is doubled, the total effect is to double the frequencies of all the harmonics present

in the original waveform, thus, effectively, expanding the spectral scale by a factor of 2. Hence,
the phase modification achieves the transformation of the magnitude spectrum from item (V1) in
Fig. 2(b) to item (VII), a spectrum which spans the entire available band. The new magnitude
spectrum has the correct spectral envelope, but only contains half as many harmonics of the
fundamental frequency. Hence, the fundamental frequency has been doubled, as desired

[Fig. 2(b), (VID)].

The final step is to return to the time domain. The modified magnitude and phase spectra
must first be converted back to rectangular coordinates. The real parts are then summed, as
will be described in Sec.1II, to yield the output sample y(n).

A more general version of the above system is given in Fig.4. The high-resolution spectrum
is actually realized by an iterative technique using a bank of frequency-sampling filters, as will
be described in Sec.Ill. The hanning window is achieved by convolution in frequency rather than
the usual multiplication in time, because the iteration procedure precludes the latter possibility.

The spectral envelope is derived by linear filtering of the magnitude spectrum, as will be
described further in Sec.IV. A divide, sample-by-sample in frequency, achieves the deconvolu-
tion in time. For voiced sounds, the resulting flattened spectrum will have a harmonic structure
due to the periodic source. Unvoiced sounds will yield a flattened noise source spectrum. The
phase spectrum scale factor c is not restricted to the integer 2, but can be any integer or frac-
tion. Its actual value depends upon the specific application. The box labeled "foreshorten or
duplicate" corresponds to the lowpass-filter step of Fig.2(a). For some applications, additional
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harmonics must be generated from the available ones. A discussion of the technique used will
be deferred until Sec. V.

The number of samples characterizing the spectral envelope must be changed from the orig-
inal N to a new number M equal to the number of samples available in the modified excitation
magnitude spectrum. In general, this remapping will necessitate some interpolation between
the available samples, although, in the specific example of Fig.2(a), a simple 2:1-downsample
was adequate. The final step to recover y(n) by adding real parts is unchanged from the previ-
ous example.

Notice that the phase-multiplication step precedes the "foreshorten or duplicate” step in
Fig. 4. For the example of Fig.2(a), the order in which these two steps are done makes no dif-
ference, but for applications involving duplication of the phase spectrum, the multiplication step
should be done first.

The system was implemented on the Lincoln Digital Speech Processor (LDSP), a high-speed
microprocessor with a 50-ns cycle time.io All computations were done using fixed-point arith-
metic, double precision being used only for the DFT calculation. Analog speech was pre-
emphasized, lowpass-filtered with a cutoff frequency of 4kHz, and sampled at an 8-kHz A/D
clock rate. A 256-point DFT was computed at the sampling rate, corresponding to a time win-
dow of 32 ms, using an iterative method akin to frequency-sampling filters.

The system was developed without regard to computational efficiency, because we felt that
implementation of structures such as the Portnoff FFT phase vocoder‘ would make an already
complex structure conceptually intractable. However, once it has been demonstrated that the
system is capable of generating superior-quality speech, it should be possible to reconfigure it
using an FFT-type phase vocoder, at considerable savings in computational requirements, as
will be discussed in Sec. VIII.
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[II. ITERATIVE DISCRETE FOURIER TRANSFORM

An N-point DFT can be viewed as a filter bank containing N/2 equally spaced filters spanning
the frequency band from 0 to r, as well as a symmetric set covering the corresponding negative
frequencies. The expression for the DF T coefficient Xk(m| of a segment of speech including the
time samples from (m = N + 1) to m is

m
X m = Y xm) wTmOND g j2a/N (1)
n=m-N+

where k is a frequency index, and m is a time index. This equation can be interpreted as an
FIR filter, where the Xk(m) are the output waveform, and the w! are the filter coefficients.
The corresponding equation for the DF T coefficient X, (m - 1), evaluated at time m —1 is

m=-1
X m=1)= T xmwkommN o (2)
n=m-N

In comparing Eg. (1) with Eq. (2), it becomes evident that the summations are over all of
the same samples except that the first sample x{m — N) has been dropped off the end, and the
new sample x(m) has been added. Furthermore, the coefficients differ by a constant factor W-k.
This result is expected, since the input waveform at time m is a time shift by one sample of
the input waveform at time m — 1, with the insertion of the new sample x(m) in place of the cir-
cularly shifted oldest sample x(m — N). The circular rotation in time is equivalent to the multi~
pli_ation of each frequency coefficient by W'k. Since the time shift can be expressed as a mul-~
tiplication factor in frequency, it should be possible to derive each DFT coefficient at time m
from its value at time m — 1, to produce an iterative process.

Mathematically,

m-1
Xm = L xm) WO gk iy kN iy wR
n=m-N

Since WNk = 1, this reduces to

X m) = WK m - 1) + W [xm) ~xm - N1 .

Thus, each DFT coefficient Xklm) is the output of a recursive filter with a frequency re-

sponse as follows:
Hk(z) = w—-k—“—-_'élr—) .
1-W 7z

This filter is a specific application of the generalized formula described by Oppenheim and
SChafer“ for frequency-sampling filters. It contains N equally spaced zeros around the unit
circle and a single pole at z = W, which cancels the zero at frequency 27k/N. Hence, it is a
complex bandpass filter centered at the pole frequency.

Two igsues in the implementation of the DFT iteratively are the question of stability and
the introduction of a non-square window. Since the pole lies on the unit circle, the system

11




may well become unstable due to computational errors. The stability problem can be solved by
evaluating the z-transform on a circle of radius slightly greater than one, as follows:

2t=z/r ;, r<1

-k N_-N

W "1 -rz
Hy(2) = Hk(z.”z':z/r il —Q—ETN-:“:::'-) )

This procedure effectively brings both the zeros and the pole slightly inside the unit circle,

Clearly, it is preferable to taper the waveform by a window such as the hanning window
{raised cosine) in order to improve the frequency characteristica of each filter output. This
windowing cannot be done in time in conjunction with the iteration, since all the window coef-
ficients would change at each increment. The golution is to implement the window by convolu-
tion in frequency of the filter outputs with the transform of the window. Fortunately, the trans-
form of a raised cosine is a very simple function, with only three nonzero values:

hw(n) =% (1 ~ cos 2xn/N)
% [t - %(ej2vn/N N e-jZ:n/NH

=1 _1 _
HW(K) = 3 u (k) ‘[uo(k +1) vu (k 10l

If the DFT is computed at the sampling rate, only one sample of the inverse DFT needs to
be computed in order to recover the speech waveform. This sample should be the one in the
middle of the cosine window, i.e¢., the sample at time [m ~ (N/2)):

N-4 N-1
N, _ 1 [m-(N/2}1 k _ 1 jwk
xm-3) =g L X mW R L K d™
k=0 k=0

Since ej'k is simply #1, this calculation reduces to adding the filter outputs in phase opposition.
The implementation of the iterative DFT requires high-precigion arithmetic becauge the

poles are very close to the unit circle. Hence, it was necessary to do all calculations for thie

part of the system using double-precision arithmetic. Storage of the coefficients r, rN, and

w"" in only 16-bit precision was permissible as long as care was taken to choose a value for

r that gave an accurate representation of r in 16 bits. The value used for r was 0.998781,

or 0.77730, octal.
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IV. DERIVATION OF SPECTRAL ENVELOPE

A. CONVERSION TO POLAR COORDINATES

The next step, after obtaining the real and imaginary parts of 128 DFT coefficients spanning
the region from 0 to x, is to convert to polar coordinates. For this purpose, an expanded ver-
s1on of an algorithm proposed by C. Rader (personal communication) was used. This method is
particularly suitable to fixed-point single-precision arithmetic, and therefore will be described
here,

The desire is to compute the magnitude r and the phase ¢ given the real and imaginary com-
ponents x and y. The first step is to restrict the angle to 0° < ¢ < 45°, by redefining x and v
such that 0 < y < x, interchanging x and y if necessary, keeping a record of the original values
tor later adjustment of ¢.

The method, as flowcharted in Fig. 5, involves iterative rotations of the vector x + jy by an
angle O which keeps decreasing in size as the vector converges on the real axis. Whenever the
rotated vector is closer to the real axis than the original vector, the vector is replaced by the
rotated vector and a record is kept of the rotation angle, as shown in the figure. If the new vec-
tor lies in the fourth quadrant (y < 0), it is reflected about the x-axis to maintain a positive

v2y20

s: %0 ) j
¢$:0°

[RCE)
y <y

s 008
LIPS
Fig. 5. Flowchart of algorithm
used to derive magnitude and YES
phase from real and imaginary
components.

WAGN TUDE *
PHASE « ¢
RESTORE COMNECT QUADRANT
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angle. Eventually, the y component becomes essentially zero, the x component is the same as
the original r which was to be determined, and the accumulation of the rotations and inversions
is the original phase angle ¢. For each DFT coefficient, values for r (the magnitude spectral
coefficient) and ¢ (the phase component) are computed in this manner.

B. SMOOTHING THE MAGNITUDE SPECTRUM

The magnitude spectrum can be viewed as the product of an excitation spectrum and a
frequency-shaping spectrum, It is common in vocoder work, though not strictly correct, to in-
corporate the high-frequency falloff due to the fact that glottal pulses are not strictly impulses
into the vocal-tract component, and thus to view the excitation spectrum as a flat sequence of
equally spaced impulses at the harmonics of the fundamental frequency. We will take the same
point of view toward separating the two components. Consequently, an appropriate method is to
divide the magnitude apectrum by a smoothed version of itself, thus, in principle, leaving only
the harmonic structure, while removing the formant structure.

The choice of an "optimal® smoothing filter is not immediately obvious, although some in-
sight can be gained from previous work on related systems. Even the simple issue of whether
or not the filter should be linear is not straightforward. For example, the cepstral method (ho-
momorphic analysis) for extracting a spectral envelope has often been used in speech processing;
this method is equivalent to smoothing linearly in the log magnitude clomain.iz Smoothing the
magnitude-squared spectrum (power spectrum) is equivalent to low-time liftering of the auto-
correlation function. Linear ;:u"edic:tion13 is also based on the autocorrelation function; its goal
is to match exactly the first p autocorrelation coefficients, and force the remainder to fit a
linear all-pole model.

Channel vocoders derive the spectral envelope from a gset of bandpass filters whose band-
widths are considerably wider than those of the filters in the present system.“ However, each
appropriate wideband filter can be derived by adding a number of adjacent linearly weighted filter
outputs, available as DFT coefficients. The set of narrowband-filter outputs can thus be reduced
to a smaller set of wideband-filter outputs, spanning the frequency range. This smaller set is
derived by smoothing in frequency the real and imaginary components of the original set of DFT
coefficients. The magnitude output for each derived wider filter can then be computed from the
ct-~responding x and y values.

However, the coherent combining of adjacent filters has effectively narrowed the speech
time window. The magnitude, as a function of time, will tend to have peaks whenever the window
is centered on a harmonic, and valleys when harmonics are near the edges of the window. Hence,
it will be necessary to further lowpass-filter in time each magnitude function in order to remove
this unwanted pitch information (pitch ripple). Such lowpass filtering is also necessary in channel
vocoders.

A final method — one which has not been common in the vocoder world, but one which seems
to represent a convergence point of all of the above methods - is to smooth in frequency the
magnitude functions derived from the original set of filters. Smoothing the magnitudes rather
than the real and imaginary components separately, as in a typical channel vocoder, achieves
an incoherent rather than a coherent combination of the outputs of the various filters that are
linearly weighted. In this sense, it resembles the cepstral and autocorrelation methods. By
adding incoherently, the narrowing of the time window does not occur and, therefore, temporal
pitch ripple i8 not a problem. Pitch ripple in the frequency domain can be removed if an adequate
amount of frequency filtering is done,
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Smoothing the magnitude can also be viewed as a compromise between the two extremes —
smoothing the squared magnitude and smoothing the log magnitude. The former, corresponding
to the autocorrelation method, expands the dynamic range prior to smoothing, The latter, the
homomorphic method, reduces the dynamic range. Both these methods have accuracy problems
in fixed-point arithmetic. They also require considerable computation for functions such as the
log and square root.

Given all the above considerations, we felt that the best method to use in the context of the
present system was to smooth in frequency the magnitude spectrum. If the cutoff time of the
filter is below the first harmonic, the pitch ripple in frequency will be removed. The choice of
cutoff time for the filter depends upon the fundamental frequency, and hence, ideally, should be
adaptive. Too much smoothing results in a smeared spectral envelope; too little leaves unde-
sirable pitch ripple in the spectrum,

Given that it has been decided to smooth the magnitude spectrum to derive the spectral en-
velope, the question of an appropriate smoothing filter remains unresolved. Here the familiar
frequency-time trade-off problems are present in reverse. Whereas with filter design one is
usually willing to allow poor temporal resolution in order to obtain a sharp cutoff frequency for
a lowpass or bandpass filter, it is not clear that similar constraints are appropriate for the pres-
ent situation.

The inverse transform of the magnitude spectrum is a function which resembles an auto-
correlation function, as shown in Fig.6(a-e), It might at first be expected that a filter with a
sharp cutoff time just below the peak at the fundamental period (arrow in the figure) would be a
good choice. However, such a choice would be equivalent to multiplying the waveform by a
square window. The spectral resolution in the transform of a square-windowed segment is quite
poor. The spectral coefficients, which are intended to describe a narrow frequency component
of the transfer function of the system, are in fact including distal frequencies present in the tails
of the sinnx/sinx filter. Hence, it may be preferable to taper the window in time in order to as-
sure a more accurate frequency-domain characterization of the transfer function.

Given the above arguments, we decided to use a 17-point raised cosine as the lowpass filter
for the spectrum, as shown in Fig.7(a-b). This filter is quite narrow in frequency, i.e., has
good frequency resolution. Its time-domain characteristics are given in Fig. 7(b). About 60
time samples are included in the central lobe, corresponding to a fundamental period of 3.6 ms,
A fundamental period below this amount will result in the inclusion of some excitation information
in the spectral envelope. Thus, this filter is adequate for male voices, but will leave some pitch
cipple in female fundamental frequency ranges. We felt that additional smoothing would begin to
remove significant portions of the spectral envelope information. This filter was found to be ef-
fective, judging by the quality of the output speech, even when the input was female speech, de-
spite obvious pitch ripple still present in the spectrum,

In summary, the process for obtaining the spectral envelope by smoothing the magnitude
spectrum is illustrated in Fig.6(a-e). The example selected is a portion of the vowel in the word
"old! spoken by a female. Figure 6(a) shows the 256-sample segment of the original waveform
that was processed. The magnitude spectrum of the cosine-windowed waveform is shown in
Iig. 6(b). This spectrum contains the harmonics of the fundamental frequency shaped with the
gpectral envelope. Figure 6(c) shows the inverse transform of the magnitude spectrum, as de-
scribed previously, and Fig. 6(d) shows the portion of this signal that remains after processing
the magnitude spectrum through the FIR filter. Although these two waveforms are never actually
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Fig. 6. Illustration of effect of filtering magnitude spectrum to derive
spectral envelope. (a) Original waveform; (b) magnitude spectrum (in-
cluding harmonic structure); (c) inverse trarnsform of (b), arrow is at
fundamental period; (d) result of multiplying (c) by time-domain char-
acteristic of filter in Fig. 7. (e) spectral envelope derived by filtering
using filter in Fig. 7.

16




Tiozer 4y
{a) o
E
o -
FREQUENCY (rod/sec)
I'ig. 7. Frequency-domain (a) and time-
domain (b) characteristics of FIR filter
used to smooth magnitude spectrum. ~
{b)
L L { £ 1 \ L 1 o
15 0 5 o s 10 s
TIME (msec)

obtained by the system, they serve to illustrate, in the time domain, the effect of the smoothing
filter. The waveform in Fig. 6(c) resembles, but has no simple relationship to, an autocorrela-
tion function. The spectrum of this waveform is the square root of the spectrum of the autocor-
relation of the original x(n) with itself. The portion of this waveform which describes the spec-
tral envelope information is contained mainly before the peak identified by the arrow, located one
fundamental period away from zero time.

Because the autocorrelation function is twice as long as the original waveform x(n), the
power spectrum of x(n) corresponds to a time-aliased autocorrelation function. It is clear,
however, that the energy in the waveform in Fig, 6(c) is already well attenuated by the time the
sample at N/2 is reached. Therefore, the aliasing of data near zero time, due to the folding-in
of data near N, will probably be negligible.

Figure 6(e) shows the spectrum that is obtained by smoothing the magnitude spectrum using
the FIR filter shown in Fig.7(a=b). This is also the DFT of the waveform shown in Fig. 6(d)
where it is evident that the harmonic structure has been removed, but the spectral envelope is
retained. This result is anticipated because the peak at the arrow in Fig. 6(c) is not present in
Fig. 6(d).

Once the smoothed magnitude spectrum is obtained, a sample-~by-sample divide achieves
the deconvolution. Implicit in the process is the assumption that the vocal-tract resonance fil-
ter is a zero-phase filter. While this assumption is invalid, it has been frequently made for pre-
vious speech applications without noticeable degradation. Furthermore, it is not yet evident how
to extract the proper vocal-tract phase information from the phase spectrum.

C. AN EXAMPLE: FREQUENCY COMPRESSION

Before proceeding to the more complicated issues of phase modification and high-frequency
regeneration, it is worthwhile to describe in detail an application which does not require these
additional steps.

A system of potential use for people suffering from high-frequency hearing loss is one which
remaps the spectral envelope into the low-frequency region, while preserving the pitch. The
reconstructed speech has the correct temporal characteristics and correct prosodics. The for-
mant frequencies are shifted downward from their correct locations, and the bandwidths are
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envelope by overall factor of 3 while preserving fundamental. (a) Orig-
inal magnitude spectrum, (b) spectral envelope, (c) remapped spectral
envelope, (d) flattened spectrum, and (e) reshaped spectrum.
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compressed accordingly. The advantage is in bringing the spectral energy of speech sounds such
as /s/ and /t/ into the hearing range of the subject. While it has not yet been demonstrated that
systems which attempt this sort of transformation are helpful, it is unclear that such systems
have as yet been adequately designed or tested.10

The present system has tremendous inherent flexibility in the choice of a remapping scheme.
If the fundamental frequency is to be preserved, all that must be done is to design a spectral re~
mapping function appropriate for the person whose hearing is impaired. As an example, a
scheme which compresses the spectrum overall by a factor of 3 has been implemented, as shown
in Fig. 8(a-e). The selected compression scheme is nonlinear with only 2:1 compression at the
low frequencies, and 4:1 compression at the highs, using the frequency-transformation function
plotted in Fig.9. Interpolated spectral samples are derived by linear interpolation between
available samples, Since the spectrum is slowly varying in frequency, this choice is probably
adequate. Ultimately, the 128 spectral samples are mapped into 43 samples, and multiplied by
the first 43 excitation magnitude spectral samples to reshape. The upper two-thirds of the ex-
citation spectrum is discarded, and the available 43 samples are added in phase opposition to
obtain the output sample y(n).

Speech produced in this manner has well-preserved prosodic characteristics and is judged
by informal listening tests to be of superior quality, in that there is very little noise superim-
posed on the signal and no perceived roughness or transient noises. However, because of the
severely distorted spectrum, the speech is unintelligible to untrained ears. Extensive training
tests will be necessary before the utility of the method can be properly evaluated.
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V. HARMONIC REGENERATION FOR BASEBAND-EXCITED VOCODER

A. INTRODUCTION

Another potentially useful application for the system is as a baseband-~excited vocoder. For
this application, only a small fraction of the excitation spectrum is kept, from which the re-
mainder of the excitation spectrum is reconstructed. The spectral envelope is downsampled,
coded, and transmitted, along with the quantized baseband, and the regenerated excitation spec-
trum at the receiver is reshaped using. the transmitted spectral coefficients.

For this application, an algorithm is needed for shifting the available harmonics by the cor-

rect amount such that the regenerated harmonics are at frequencies which are integer multiples
of the fundamental. The method which has been devised to automatically make an intelligent

choice as to the correct amount to shift is described below.

B. MECHANISM TO REDUCE FREQUENCY-OFFSET PROEI.EMS

Suppose, for example, that the \;aveform to be processed is a sequence of pulses spaced
by the fundamental period. This signal is lowpass-filtered at a cutoff frequency of 7/2,
2:1-downsampled, and transmitted. The regeiver must reconstruct an estimate of the upper
band from the available low-frequency data."

At the receiver, the waveform is first 2:1-upsampled to restore the correct sampling rate.
A DFT of the upsampled waveform will yield a spectrum which is correct only in the lower half
of the range. From the lower-frequency spectral data, the upper half of the spectrum must be ' i
reconstructed.

Agssume that the last harmonic available in the transmitted waveform is at lfo, as shown in
Fig.10. Then the missing harmonics, which were present in the upper band of the original sig-
nal, are at (£ + 1) fo’ £L+2) fo’ etc. A frequency shift of the first half of the positive frequency
spectrum by lfo would yield a magnitude spectrum identical to the discarded upper spectrum of

the original signal. A reconstructed waveform which contains both the frequencies of the down-
sampled waveform and the frequencies of the waveform derived from the frequency-shifted spec-
trum would, except for possible phase shifts, be a replica of the original waveform.
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Fig.40. Mechanism for generating upper half of excitation spectrum
from available lower half. Input waveform is assumed to be a periodic
pulse sequence. f,, 2f,, etc. are frequencies of harmonics present.
2rk/N is center frequency of kth filter. Entire available et of filters
is frequency shifted by ff, to generate phantom set, indicated by dashed
lines. Phantom harmonics are at correct frequencies, but phantom
filter center frequencies are offgset by an amount lfo - 2mp/N.
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Thus, the synthesizer must shift the entire available positive-frequency spectrum by the
frequency of the last available harmonic. Negative frequencies should be shifted by an equiva-
lent negative harmonic frequency. One way to determine the center frequency of the last har-
monic is to compute a DFT of the waveform and measure the location of the last peak. Para-
bolic interpolation between available DFT samples would probably be necessary to refine the
location of the harmonic. A distinction would also have to be made between peaks which are true
harmonics and spurious peaks which may be present in the spectrum. The method would thus be
algorithmic, and the approach would resemble pitch detection.

Another approach, appealing because it is more automatic and insensitive to binary decision
errors, is to use the phase information in the last correct DFT coefficient to determine the fre-
quency of the last available harmonic. Each DFT coefficient, as a function of time, is the output
of a narrow-bandpass frequency-sampling filter, as shown in Fig. 10. If the input spectrum is a
set of harmonics spaced by a frequency width which is greater than the bandwidth of the filter,
then, as a function of time, the output of the filter will be a sine wave at the frequency ifo of the
harmonic passed by that filter:
jif n
Y = Agig ) e ©

In particular, the last filter to pick up valid data is centered at a frequency slightly less than
r/2. This filter's output, y (n) in Fig. 10, is a sine wave at the frequency of the last available
harmonic. Hence, as shown in the figure, this waveform has frequency lfo and can be described
by the equation

ijon
yp(n) = Ap(zfo) e
where A (lfo) is the amplitude of the filter gain at the frequency lfo of the lth harmonic, and n is
a time index. Therefore, the phase of this output will be (lfon) modulo 2.

This phase is therefore the integral in time of the frequency of the lth

the filters are narrower than the harmonic spacing, each filter output will contain a phase com-

harmonic. Ideally, if

ponent which is the integral of the frequency of the harmonic passed by that filter. A very simple
mechanism for frequency-shifting the entire filter bank by the frequency of the last harmonic is
to simply add the measured phase of the last filter's output to the measured phase of each filter
output individually. The effect is to generate a set of phantom harmonics at frequencies
t+1) fo through (2¢) fo and a set of phantom filters passing these harmonics centered at fre-
quencies lfo + 27k/N. The phantom harmonics will be at the correct locations, but the phan-
tom filters in the upper-half band will be offset from a true set of 2p frequency-sampling filters
(i.e., a DFT of the original waveform) by an amount equal to the offset of the lt harmonic from

h filter.

This technique, in theory at least, places the phantom harmonics at the correct frequencies.

the center frequency of the pt

There is no need to even unwrap the measured phase to avoid discontinuities in 27, since such
discontinuities remain at 2x boundaries in the shifted harmonic frequencies. There are, however,
two maladjustments of the phantom set relative to a true complete set of filters, i.e., DFT coef-
ficients, characterizing the original impulse train.

If +he phantom set of high-frequency filters is reshaped using transmitted spectral coeffi-
ctents, these coefficients will be reintroduced at slightly erroneous frequencies. Since the spec-
tral envelope changes slowly with frequency, this offset is probably imperceptible.
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The other problem is that the first phantom filter is not spaced from the last true filter by
the correct amount. If the last harmonic is below the center frequency of the last filter, then
the first phantom filter will be too close to the last true filter. The result is that the energy in
the reconstructed excitation is enhanced at the boundary. On the other hand, if the filter spacing
is too great at the boundary, the excitation will have an apparent dip in energy in that frequency
region. The effect of introducing a spectral peak or dip also should not be significant percep-
tually, since the excitation is rarely completely flat even in ideal conditions.

The logic behind the choice of this method for frequency shifting is that a major, percep-
tually significant, error (namely harmonic offset) is replaced by an equally severe mathemati-
cally, but presumably far less important perceptually, offset in the filter-bank frequencies. The
method is dependent upon the agsumption that filter bandwidths are narrow enough to pick up only
a single harmonic most of the time, but not so narrow that no harmonics are present in the out-
put. Experimentally, the problem of no harmonics seems to be more detrimental to quality than
the problem of multiple harmonics in the present system. It is likely that wider filters or a more
sophisticated algorithm, which may simply mean better precision in computation, may be benefi-
cial in some cases for a high-pitched female-voice input.

This technique has been used for two applications of the system — the baseband-excited vc -
coder and the female-to-male voice-conversion algorithm. In both cases, a low-frequency band
was copied up several times into the higher-frequency regions by adding a multiple of the phase
measured from the last filter output. The baseband-excited vocoder is discussed in Sec. C below.
However, the description of the voice modification will be deferred until Sec. VI, after time-scale
modification has been addressed.

C. BASEBAND-EXCITED VOCODER

In the previous section, we described a mechaniem for generating higher harmonics from
lower ones, which will automatically duplicate them such that the upper harmonics will be multi-
ples of the fundamental. Such a reconstruction has applications in the area of mid-range
(10,000 to 20,000 bps) voice-encoding techniques, which will be addressed here.

The general class of baseband-excited vocoders, as shown in Fig. 11, models the spectral
envelope by a set of parameters and transmits the baseband, usually as a lowpass but sometimes

ANALYZER
DERIVE UPDATE
secraac- | | CALC || oosrze |
ENVELOPE FRAME TRANSMIT
PARAME TERS RATE
xln}
rEu).(TT%l:CTTo J[oowNsAMPLE
QUANTIZE
BASEBAND [ (FLATTEN) AND — 1]
INFORMAT ION TRANSMIT
SPEC TRAL - ENVELOPE
SYNTHESIZER ”""i‘"“s
HIGH -
bin) UPSAMPLE FREQUENCY runel}—{assmn yin)
REGENERATION

Fig. 11. General structure for bagseband-excited vocoder.




as a bandpass signal containing only the information in the first formant region. This baseband
is sometimes spectrally flattened at the analyzer prior to transmission, and at other times is
transmitted intact and kept at the synthesizer to replace the portion of the spectrum that it con-
tains. It ultimately must be modified in some way to reconstruct the migssing harmonics, flat-
tened, and then reshaped using the transmitted spectral-envelope parameters to recover the
complete spectrum, as shown in Fig. 11.

The mechanism described in the previous section for generating the higher harmonics from
the lower ones can be used in the context of essentially any baseband-excited vocoder to generate
a complete excitation spectrum. The vocoder which was implemented, based on the overall
=tructure of the present system, does not have a reasonable bit rate and is not separated into
distinct analyzer and synthesizer components. However, it serves to illustrate an upper limit
on the expected quality of a vocoder making use of this technique. Information content is re-
duced only in the sense that the upper three-quarters of the excitation spectrum, magnitude and

phase, is discarded and replaced with an excitation derived from the lower one-quarter. The
downsampling in frequency and time of the spectral-envelope spectrum, and quantizing of the
baseband and spectral parameters, has not been attempted in the present context. However, po-
tential systems that should yield a vocoder with an overall bit rate of around 10 kbps, and should
be implementable in close to real time using presently available hardware, will be discussed.

A block diagram of the uncoded vocoder is given in Fig. 12. By lowpass-filtering in fre-
quency the magnitude spectrum, as described in Sec.II, 128 spectral-envelope coefficients were
obtained. The first 32 samples of the excitation magnitude spectrum were derived by dividing
sample-by-sample in frequency the magnitude spectrum by the first 32 samples of the spectral
envelope. The first 32 samples of the phase spectrum were copied up by adding multiples of the
phase measured from the 32nd channel to all 32 to generate three copies spanning the region
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Fig. 12. System structure used for implemented uncoded baseband-excited
vocoder. Analyzer and synthesizer are not separate components.
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from 1000 to 4000 Hz. The magnitude spectrum was also duplicated three times, with no modi-
fications. The resulting estimated excitation spectrum was then reshaped using the 128 spectral
coefficients. Returning to rectangular coordinates and summing the outputs results in the output
sample y(n). The process was repeated at the sampling rate.

The output was found to be of superior quality, nearly indistinguishable from the original
speech in the case of male voices. Occasionally, for female voices, some distortion was audible,
resembling the frequency-offset problems of vocoders which duplicate the spectrum by adding
fixed-frequency offsets. It is likely that the problem is due to the fact that the 32nd filter is too
narrow, such that the harmonic recovered is of very low amplitude. This, combined with the
noise problems inherent in fixed-point arithmetic, generates a noisy phase function measured
from the 32nd filter, thus introducing noise in the frequency offset.

It is likely that a set of wider filters would be advantageous for the case of female pitch

ranges. When the phases of the ith and the pth

filters are added, a correct result will be gener-
ated even if one of the two contains multiple harmonics, as long as the other one contains a sin-
gle harmonic. Another possibility would be to examine the last several filters, and select the
one with the largest amplitude to copy up. In this case, the phase would have to be unwrapped
and a phase function for copy-up purposes generated by adding to the previous phase estimate the
first difference of the phase measured out of the filter with the highest amplitude response. This
mechanism is somewhat algorithmic, and therefore less attractive than the original method of
simply adding the unwrapped phase.

In order to convert the above system into a functional vocoder, it must be split apart into an
analyzer and a synthesizer, and downsampled estimates of the spectral envelope must be up-
sampled at the synthesizer and convolved with the copied-up and flattened baseband. A very
simple analyzer structure is suggested in Fig.13. An FFT is computed every 20 ms, and from
the magnitude spectrum a spectral envelope is derived by smoothing. By choosing a /4 cutoff
time, the spectrum can be 4:1-downsampled in frequency without further loss of information or
introduction of temporal aliasing. Only the upper three-quarters of this spectrum needs to be
transmitted, and hence 24 spectral coefficients are sufficient. These can be quantized and trans-
mitted once per frame. The baseband need not be flattened at the analyzer. Hence, a 1000-Hz
cutoff lowpass filter of the original signal permits 4:1-downsampling to yield a baseband signal
which can then be quantized by whatever method and transmitted.

At the receiver, as shown in Fig. 14, the baseband signal is first 4:1-upsampled with zero
samples inserted between data samples. The upsampled signal is then processed through a
32-channel complex frequency-sampling filter bank spanning the first quarter of the spectrum.
Dividing the derived magnitude spectrum by a smoothed version of itself completes the flattening
process. The flattened magnitude spectrum and phase spectrum are duplicated three times, as
shown in the figure, with additions of multiples of the phase measuced from the 32nd filter,
achieving the frequency shift as before. Next, the generated 128-point excitation spectrum is
converted to rectangular coordinates. The real parts of the upper three-fourths of the excitation
spectrum are linearly weighted to reduce the data to 24 coefficients which can then be reshaped
with upsampled (in time) and lowpass-filtered spectral-envelope coefficients, as shown in Fig. 15.
Finally, the real parts of the upper three-quarters of the derived spectrum are added to the real
parts of the coefficients of the original 32 baseband frequency-sampling filter outputs, to regen-
erate the output sample y(n).
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excited vocoder.

yin}

Proposed structure for synthesizer of baseband-

It is difficult to predict how much additional degradation will be incurred in the downsam-

pling, upsampling, and quantizing processes.

Of particular concern is whether the quantization

of the baseband will result in the introduction of noise into the measurement of phase from the

last filter, thus reducing the accuracy of the copy-up procedure.
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V. TIME-SCALE MODIFICATION

Since it 18 basically an extended phase vocoder, the system is capable of simply modifving
temporal characteristics, using the same principles as a phase vocoder uses. The mechanism
tor modifying time can also be applied in an identical fashion for modifying the frequency scale.

I'he 1)/A clock rate controls which dimension is altered. lor some of the present applications,

for example voice modification, both frequency and time are modified by the oppropriate amounts.

In order to understand how time/frequency modification works, it is useful to consider an
input which is a single sine wave. This sine wave is passed by the kth filter, and conversion to
magnitude and phase yields a constant magnitude and an unwrapped phase equal to the integral of

the frequency:
¢ =2rfn

If the unwrapped phase is multiplied by a factor c, the effective result is that the frequency of
the sine wave is altered to cf. Depending upon the values of ¢ and f, it may be necessary to in-
crease the sampling rate in order to avoid frequency aliasing. For example, if f is near the
half-sampling frequency and c is 2, the sampling rate must be doubled in order to accommodate
a frequency of 2f. This upsampling can be accomplished by upsampling and lowpass-filtering the
magnitude and unwrapped phase, as both of these functions would be slowly varying for a suffi-
ciently narrow filter.

If the factor c is a fraction, the frequencies are all shifted down, so the resulting wave-
form will, in general, be oversampled. For most purposes such oversampling is of no conse-
quence, but, if desired, the magnitude and phase functions could be upsampled, lowpass-filtered,
and downsampled to the appropriate sampling frequency. If the factor ¢ is 1/2, two-to-one
downsampling in time of the output waveform with no filtering is permissible.

In general, a waveform is much more complicated than a single sine wave. Speech, at least
in voiced regions, can be fairly well characterized as a sum of sine waves spaced by the funda-
mental frequency. If the filter bandwidths are sufficiently narrow that only one harmonic is
picked up by each filter, then the above arguments apply.

There are several issues which become conceptually obscure as soon as the phase component
of the DFT coefficients is altered, and these issues deserve some discussion at this point. When
the phase is multiplied by a factor, not only the frequencies of the speech itself are being altered,
but also the frequency and phase of the cosine window. For example, if ¢ is 1/2, then the fre-
quency of the cosine window is reduced by a factor of 2. Furthermore, the phase of the cosine
window is also altered by a factor of 1/2, resulting in a conversion of the cosine into a sine, thus
rotating the peak point of the window from the center point.

The main serious consequence of this window modification is that filters which formerly
added in phase opposition may no longer do so. Consider an example of a single steady-state
sine wave at the center frequency of the kth filter, as the waveform to be processed. For this
case, the cosine-windowed DFT coefficients are all zero except the values at k -~ 1, k, and k + 1,
which will have coefficients —-1/4, +1/2, and -1/4, respectively. The phase for all these three
will be 2rkn/N, equal to the integral of the frequency of the sine wave. However, in computing
the magnitude and phase, the minus sign of the two side filters will be converted to a = offset
in phase. When the phase is then multiplied by the factor 1/2, this 7 offset will be converted
to 7/2. When the resulting three filter outputs are added in phase opposition, the sum will be

incorrect.

29

FHECEDING PAGE BLANK-NOT F1.L0ED




The problem is that, although the desire is only to change the frequencies of the generated
sine waves, in the process their phase relationship relative to one another is also altered. The
problem is only serious because a given sine wave is picked up by multiple filters. In order to
obtain the correct energy of the component, it is necessary to add these outputs in the proper
phase relationship.

A solution is to remove the n phase opposition relationship prior to phase multiplication.
This step can be accomplished by adding r to the phase of alternate filters, effectively rotating
the time window by N/2 samples. Hence, the desired sample of the inverse DFT is the first
one rather than the middle one. Now, considering the case of a single sine wave, the coeffi-
cients for the three adjacent filters will be +1/4, +1/2, and +1/4, and so the phase measured by
all three will be identical. Thus, by simply adding the outputs after phase modification, the
correct amplitude of the altered sine wave will be obtained.

The problem of phase unwrapping must also be resolved, and again the n discontinuities
enter in. In the present system, phase was unwrapped in time only. Since phase is available
at the sampling rate, the procedure is quite straightforward. 2r discontinuities are easy to
recognize and remove. A good algorithm is to project the previous estimate of the phase by an
increment 2rk/N, where k is the center frequency of the filter, and to add multiples of 27 to
the current measured value of the phase until it is within 7 of the estimate.

Whenever the frequency of the harmonic passed by the filter crosses the boundary from the
central lobe to one of the negative side lobes, 7 discontinuities occur. It is not correct to re-
move the r discontinuity, as this would result in guaranteed improper phase relationships among
adjacent filters.

The desire is to measure the frequency of the output waveform picked up by the filter and to
alter that frequency by a factor c¢ without affecting the phase relationship between the output of
this filter and that of adjacent filters. A method of achieving this goal is to force the unwrapped
phase to be within r of the projected phase estimate, but to keep a record of whether an even or
an odd number of 2r increments was necessary. The measured frequency f (V¢ after unwrapping)
can be multiplied by the factor ¢, and then an estimate of the modified phase can be obtained by
adding cf to the former estimate if an even number of increments was necessary, or adding cf + 7
if an odd number was necessary.

By thus separating out the n discontinuities from the frequency estimate, it becomes more
feasible to upsample and lowpass-filter the frequency estimate in time in order to generate extra
samples in the case when a spreading of the frequency axis is desired. Otherwise, the r discon-
tinuities would be smoothed out and the result would be incorrect.

Since only a single sample of the inverse DFT is desired, it is permissible to downsample
in frequency the outputs of the modified filter bank prior to adding them, by discarding the infor-
mation in every other filter. To see that this is so, consider the matrix in Fig. 16(a-b) of the
coefficients for each cosine-window filter output. By adding the outputs of adjacent filters, a
coefficient of one is retrieved for each of the members of the original filter set, prior to the
introduction of the hanning window. If alternate filters are discarded, then each filter of the
original set will have associated with it a coefficient of 1/2, alternately contributed by a single
filter or by two adjacent filters in the downsampled set.

Another way to view the downsample is to consider it as temporal aliasing of the cosine win-
dow. The central part of the window is folded into the tails, and the zero sample of the inverse
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DFT of the downsampled set is the sum of the contribution at the tip of the tail (i.e., 0) and the
contribution at the center of the window. Hence, the aliased zero sample is the correct output.

The downsample is an advantageous step because it considerably reduces the amount of fre-
quency overlap between adjacent filters. Hence, even if the phase relationships among adjacent
filters are wrong, the error in the computed combined magnitudes will be greatly reduced. It
also, of course, reduces the amount of computation necessary.

To summarize, in order to change temporal characteristics the appropriate procedure is as
follows. First, only 64 of the DFT coefficients are kept, once the raised cosine window has been
introduced. These are a downsampled set of the positive frequency data. The information in
these 64 coefficients is converted to polar coordinates, and the phase in each is unwrapped in
time only. The first difference of the unwrapped phase is multiplied by a factor ¢, which is
less than one if the desire is to speed up the speech. If c is greater than one, then upsampling
and lowpass-filtering in time of the magnitude and frequency (first difference of the unwrapped
phase) of each DFT coefficient is necessary at this point.

Finally, the modified phase is recovered from the frequency estimates, the polar coordinates
are converted back to rectangular coordinates, and the 64 real parts are summed to form the out-
put sample y(n). If the speech is to be slowed down, interpolated spectra are also converted back
to rectangular coordinates, and the outputs summed to form interpolated samples of y(n). The
whole procedure is repeated at the sampling rate.
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VI VOICE MODIFICATION

The present svstem has the capability of performing voice modification by simultancously
modifying the excitation and the spectral envelope. Such transformations have potential applica-
uons in the areas of speaker normalization for computer specech recognition, improvements in

quality of vocoded speech, studies of male-female voice-quality differences, and psychological i

cXxperiments concerning sex-role models.

One approach to the problem of speaker normalization for speech recognition is to convert
all voices into a canonic voice prior to the main processing needed to identify the spcken utter-
ance. The system would tune to the new speaker by computing an average spectral envelope and
average fundamental frequency from a few selected sentences. From these average values would
be derived a (probably nonlinear) spectral remapping function, which could include a spectral tilt
correction component as well, and a factor by which to adjust the fundamental frequency. FEach
utterance spoken by the speaker would then be transformed by a normalization process derived
from the averaged data from the test set.

It is generally the case that parametric vocoders such as LPC and channel vocoders
produce quality which 1s speaker-dependent. The type of speaker-normalization approach dis-
cussed above could potentially be applied to reduce the =ensitivity of vocoder quality to speaker
differences. As a particular example, it is generally recognized that parametric vocoders gen-
erate inferior-quality synthetic speech when the input is female speech. It may be possible to
improve the quality of vocoded female speech by first processing the waveform through a voice-
transformation system. The most important modification would probably be to transform the '4
fundamental frequency into a male range. The vocoder parameters obtained from the trans-
formed speech should characterize the spectrum more accurately, because the spectrum is more
finely sampled by the harmonics. In addition, the pitch extractor should perform better in the
male-range fundamental region. The correct fundamental could be restored in the synthesizer
by simply multiplying the extracted fundamental frequency by the correct inverse transformation
factor.

Another potentially useful application for voice-conversion schemes is to aid in a study of
male/female voice-quality differences. After the obvious spectral- and fundamental-frequency
differences have been removed, remaining differences such as breathiness become perceptually
evident. Further changes, such as a time-varying spectral-remapping function determined by
the spoken speech sound, or addition of noise to simulate breathiness, might further reduce sub- L
tle differences. Eventually, perhaps, a male voice could be converted to a voice which percep-
tually was identical to a female voice. In the process of tuning the system, the perceptually sig-
nificant differences in the two voice types would be identified.

A fourth application ig in the area of sex-role-model studies. If the transformation process
is successful enough that the listener can be fooled, then interesting studies could be carried out
examining the different reactions to the same passage spoken by a female as contrasted with a
male. Intonation, speaking style, and spoken content would all be identical; only the sex of the
speaker would differ. Thus, the reaction to the sex of the speaker can be isolated from the re-
actions to other subtle differences in manner of speaking.

In order to convert a male voice into a female-like voice, it is necessary to change the fun-
damental frequency and the formant frequencies by different amounts. Experimentally, it has
been shown that female formants on the average are about 20-percent higher than male formants.1 s
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Thus, a simple 20-percent expansion of the spectral envelope is a good first approximation to the
correction for vocal-tract length. Male and female mean fundamental frequencies, in general,
differ by substantially more than 20 percent. Therefore, the change in fundamental frequency
must be done independently. A change in fundamental frequency by a factor of 2 is usually enough
to bring a male fundamental into the female range.

The spectral envelope incorporates the glottal pulse frequency shaping into the transfer func-
tion. Hence, the high-frequency falloff due to the glottis will be altered by the same mechanism
which alters the formant frequencies. The fundamental frequency will be modified by remapping
the frequency scale in the excitation spectrum. To properly simulate sex conversion, data should
be collected on glottal falloff for females and for males, and spectral tilt factors introduced to
account for the measured differences.

Since the female vocal tract is not simply a linearly scaled version of the male vocal tract
(the pharynx is shorter by a greater amount than is the mouth).16 it may be anticipated that a
simple linear-scale correction for the spectral envelope is not adequate. However, the relation-
ship between vocal-tract’length and formant frequencies is not simple, and, in fact, there is ev-
idence that women articulate differently from men in order to compensate for the differing length
ratios of the mouth and laryngeal cavities. Goldstein9 recently proposed that linearly scaled fe-
male formant frequencies differ from male frequencies only in that the vowel space is expanded
outward, i.e., females enunciate more clearly. In the context of the present system, a linear
scale might therefore produce a male who seems to overarticulate or a female who seems to
speak too casually.

For present purposes, a simple 20-percent expansion (male to female) or compression (fe-
male to male) of the spectrum was done along with an approximately 2:1 adjustment of fundamen-
tal frequency. The purpose is simply to demonstrate the quality of the reconstructed speech when
significant alterations of both spectrum and fundamental frequency are attempted. The quality of
the modified voice and the intelligibility of the reconstructed speech are good measures of the
success of the system in the deconvolution, reconvolution process.

To convert a male voice into a female-like voice, the phase spectrum was multiplied by a
factor > 1 to effectively raise the fundamental frequency. The spectral envelope was interpolated
to obtain a new set of coefficients such that the first 4800 Hz of the expanded excitation spectrum
could be reshaped with a 20-percent expanded spectral envelope. The resulting magnitude and
phase components contain information up to 4800 Hz, and thus at the original 8-kHz sampling rate
would be undersampled. A solution would be to upsample and lowpass-filter the magnitude and
phase components prior to the return to real and imaginary parts. A simpler solution is to stayv
with the 8-kHz sampling rate but discard samples above 4000 Hz in the reshaped excitation
spectrum.

The mechanism used for the conversion scheme is outlined in Fig.17. The fundamental fre-
quency is modified by a factor of 1.8, by multiplying every sample of the unwrapped phase spec-
trum by this amount. Next, the spectral envelope is linearly interpolated to map 128 samples
into 86 samples (128 * 1.2/1.8). This step achieves both the 20-percent spectral expansion and
the adjustment to allow sample-by-sample multiplication by the modified excitation spectrum.
Finally, the excitation spectrum is reshaped, and only the first 72 samples, extending up to
4000 Hz, are kept for the final sum to restore y(n).

It may be recalled in the discussion of time-scale modification that a partial amelioration of
the phase-error problem was realized by downsampling the filter set prior to the summation to
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Fig.17. Schematic illustration of mechanism used to alter fundamental
frequency by factor of 1.8 and frequency-expand spectral envelope by
20 percent, to convert a male voice to a female-like voice. Phase spec-
trum is first multiplied by 1.8 to remap frequency scale. Spectral en-
velope 1is resampled from N to M samples prior to reshaping first
4800 Hz of modified excitation spectrum, Only first 4000 Hz of reshaped
spectrum are kept, to avoid frequency aliasing.

form y(n). The downsampled set has the advantage that frequency overlap is considerably re-
duced and, therefore, incoherent recombination is not so severe a problem. However, when the
spectral envelope is restored in altered form, such downsampling can no longer be done with im-
punity, as we can no longer guarantee no temporal aliasing. Particularly in the case of convert-
ing a male voice to a female-like voice when more spectral information is crammed into less fre-
quency space, it is possible that an additional 2:1-downsampling, reducing the spectrum to less
than 42 samples, may be denying an adequate description of the spectral envelope.

For the male-to-female conversion process, a 17-point raised cosine was used as the FIR
filter to smooth the magnitude spectrum to obtain the spectral envelope. The first zero point of
the inverse transform of this filter is at approximately n/4, and therefore little aliasing will
occur with a 4:1-downsample of the spectral envelope. Keeping only 42 samples is only
a 3:1 -downsample, and hence should be permissible to avoid significant temporal aliasing of
the spectral envelope.

For conversion of a female voice to a male-like voice, an analogous inverse process ensues,
as shown in Fig.18. In this case, extra harmonics must be generated from the available ones.

A complete duplication of the excitation spectrum generates more than a sufficient number of har-
monics. However, since the harmonic structure of the upper half of a female spectrum tends to
be somewhat irregular, we decided that a better method for generating a more regular excitation
spectrum would be to copy up the first half of the excitation spectrum four times. The copy-up
procedure is as described in Sec. VI, with multiples of the phase measured in the filter at center
frequency 7/4 being added to the phase of the entire set for each duplication.

The unwrapped phase of the resulting duplicated spectrum is multiplied by the factor 0.6 in
order to compress the harmonic spacing by this amount, as shown in Fig. 18. Then, the spectral
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envelope is remapped from 128 samples to 178 [128/(1.2 * 0.6)] samples. Samples between the
available 128 samples of the spectral envelope are generated by linear interpolation between ad-
jacent available samples. Since the spectral envelope is oversampled by nearly a factor of 4,

we felt that linear interpolation was adequate to recover intermediate coefficient estimates.
These 178 samples are then post-multiplied by the corresponding first 178 samples of the dupli-
cated excitation magnitude spectrum. These samples span a frequency scale of only 3333 Hz in
the modified domain. Spectral information beyond this frequency is unavailable due to the orig-
inal 8-kHz sampling rate. If it is desired to include frequencies up to 4 kHz in the output speech,
it is necessary to record the input at a 20~percent increased sampling rate.
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VIll. RELATIONSHIP TO FFT PHASE VOCODER

A, INTRODUCTION

The system described here requires a somewhat exorbitant amount of computer time.
llven using a high-speed microprocessor, the processing is about 30 times real time. Thus,
with presently available digital hardware, a real~time version is not feasible. Therefore, it
is clearly desirable to consider other methods of implementing the system that might be compu-
tationally more efficient, but qualitatively equivalent.

The most promising alternate method is to implement the phase vocoder using FFT tech-
niques for both the analysis and synthesis. The current system obtains a DFT at the sampling
rate, but since each DFT coefficient is the output of a narrow-bandpass filter, this sample-by-
sample update is clearly a grossly oversampled system.

Implementation of the analyzer using FFT techniques is very straightforward. However,
not until very recently was an FFT method for the synthesizer also worked out. Portnoff's
doctoral thesis describes such a metho«:l.4 The key mathematical steps involve showing that up-
sampling and smoothing the spectral coefficients prior to computing the inverse DFT (IDFT)

(a single sample only) is mathematically equivalent to upsampling and interpolating samples,
properly chosen, of the waveforms derived from the inverse DFTs, computed at the down-

sampled rate.

B. REVIEW OF FFT PHASE VOCODER

Imagine that a DFT of a set of N windowed samples of the input is available every R sam-
ples. These DFT coefficients can be viewed as a function of time as the R:1-downsampled
outputs of a bank of narrow-bandpass filters. If each DFT filter output is multiplied by
exp [~j27Rik/NJ, its output will be frequency-shifted down to the origin, and therefore will be
a lowpass signal. It is then theoretically possible to upsample and lowpass-filter the
downsampled-filter outputs to recover intermediate samples of the lowpass waveforms. If these
intermediate samples are then frequency-shifted back up to the appropriate center frequency, a
set of DFT coefficients can be recovered, at the sampling rate, from the undersampled set. As
in the present system, the output samples of y(n) can be recovered by adding the outputs of the
filters, now available at the sampling rate, in phase opposition. Mathematically:

N-1 -
yim) = & F el 2N 3 pin _riy % (R)
k=0 ji=-w

where h(m) is an FIR lowpass filter, S’(k(Ri) are the DF T coefficients after the frequency shift

eJZ"mk/N is the modulation back up to the original center frequency,

to zero frequency, the term
and the e”k is the phase opposition term to recover the middle sample of the window.
The two summation indices can be interchanged, after which it becomes apparent that the

inner sum is in the form of a DFT:

w© N-1
y(m) = Z h(m - Ri) % Z L eJZ”mk/N ik(Ri) .
js-e k=0




Hence, if we let
N-1
Xpgm = 5 O o™k JZTK/Ng (Ry)
k=0
then,

o«

yim) = ¥ h(m = Ri) Xp,(m) .

ot
j==o

The time index m can be expressed as Ri + ¢ and, hence, ;Ri(m) is the lth, or [(m)]ft{h sam-
ple of the inverse DFT. where ((m)]R is m modulo R.

In the Portno®f implementation, all the IDFT buffers necessary for the lowpass-filter con-
volution with h(m) were kept and each y({m) was determined after all the necessary data had been
accumulated. Hence, the system required a large amount of buffering which would have pro-
hibited implementation on a small high~speed microprocessor.

17 and Crochiere18 have shown recently that the y(m) can be com-

However, both Holtzman
puted as partial sums updated when each new set of N samples of the inverse transform is
computed. This mechanism greatly reduces the storage requirements and makes feasible im-
plementation on a small computer.

The frequency shift down to zero frequency of individual filters effectively removes the
linear phase component in the iterative DFT, thus resulting in a very slow phase change 2s a
function of both frequency and time. If the DFT is updated sufficiently often, phase can be ua-
wrapped relative to 2r discontinuities, although r discontinuities are more intractable than ir
the iterative system.

When the factor c is introduced, the frequency axis is effectively remapped, as before.
However, the sampling rate is now controlled by the spacing between samples of the IDFT of
the modified spectrum. Therefore, the sampling rate has also been altered by the factor c.

For example, if ¢ is 0.5, then a 0- to 4000~Hz spectrum is remapped into 0 to 2000 Hz.

An N-point inverse DF T of the remapped spectrum will generate N samples of an output wave-
form at an implicit 2:1 -downsampled rate relative to the input-signal sampling rate.

Hence, in units of time, the window is now twice as long as the original time window. The
overlap between frames is thus twice as great as in the original x(n) and, therefore, one ad-
vances by only R/2 samples (cR) in the output waveform y(n) for each advance of R samples in
the original waveform. When the final output is played out at the original clock rate, frequen-
cies are shifted back up to the original values and the speech is time-compressed by a factor
of 2.

When the phase vocoder was implemented using the iterative DFT procedure, the spectrum
was downsampled in frequency by a factor of 2 prior to the summation to form: y{m). The down~
sampling reduced the amount of overlap between adjacent filters and therefore helped to amelio-
rate the consequences of phase errors. In the FFT version, if the same raised cosine window
is used, it should also be possible to downsample the spectrum, since again only the middle
sample of the IDFT is needed. The fact that the filtering is done after rather than before the
computation of the IDFT is of no consequence, since the system is linear. The effect of the
downsample, in the temporal domain, is to produce periodic copies of the windowed )'Em(m)
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twree as often, which overlap one another by 50 percent. These aliased outputs can be multiplicd
by the corresponding lowpass-filter coefficients just as before, to yield the final outputs.

\Mathematically:

(N/2)-1 =
vim) = % Z exp [‘l%%‘-?z;kl E him — Ri) ?{Zk(l{i)
k=0 j=-
w (N/2)-1
= Z h(m - Ri) % Z exp [J%r/-r—;—lil XZk(Hi}
j==-® k=0
a0
= Z h(im — Ri) xRi(m)
j=-—
where
(N/2)-1
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C. FFT PHASE VOCODER IN CONTEXT

In the previous section, we discussed how the FFT phase vocoder can be related to the
filter-bank phase vocoder as implemented in the present system. Here, the issue of whether
the modifications of excitation and spectrum can be performed in the context of the FFT phase
vocoder is discussed. The major concern is whether the modifications will introduce wider
filter frequency characteristics such that the intermediate values of the modified spectrum
cannot be derived from the available ones.

Consider first the simple case of frequency compression with pitch preserved. In this
case, the phase information is left unmodified and, therefore, unwrapping is not necessary.
For each sample at which a spectrum is available, the spectral-envelope estimate can be ob=
tained as before, by smoothing the magnitude spectrum. The sample-by-sample divide to de-
convolve, and the sample-by-sample multiplication of the first third of the excitation spectrum
by a downsampled-envelope estimate to reshape, yield the frequency-compressed spectrum
consisting of only N/3 samples. This spectrum can then be zero-padded to N/2, the nearest
power of 2, and then an inverse DFT will yield a 2:1 ~-downsampled waveform Qm(m). The set
of ?(Ri(m) can then be convolved with the 2:1 ~downsampled lowpass filter h(m). Half as many
output samples as input samples will be generated, and these can be played out at half the sam-
pling rate, thus preserving time.

The modifications to the magnitude spectrum can be interpreted as a filtering of the wave-
form with a time-varying filter. The variations in the filter are controlled by the speed of
movement of the articulators. In the context that a low=-bit-rate vocoder succeeds in downsam-
pling in time the spectral information, it can be assumed that such downsampling will be per-~
missible here. A vocoder with a 20-msec update rate tends to suffer from blurring of the
crispness of stops and other sounds where rapid changes are taking place. An FFT phase vo-
coder generally has to update much more frequently, on the order of every 5 msec, and there-
fore would probably be sampling the spectral-envelope information sufficiently often to obtain
a good characterization of the changes as a function of time.




The next application to be considered is the conversion of a male voice into a female-like
voice, In this case, phase must be unwrapped. Several of the upper harmonics are discarded,
and the spectral envelope is reintroduced ir the lower portion of the excitation spectrum, Again,
the spectrum can be zero-padded to the nearest power of 2 — in the case of our example, padded
back to N samples. The factor ¢ by which the phase was multiplied controls the highest fre-
quency present {center frequency of the last DFT coefficient in the zero-padded spectrum), which,
in turn, controls the sampling rate of the )’ERi(m) computed from the inverse DFT.

The system can be viewed as a time-expansion phase-vocoder system, on which has been
superimposed a time-varying filter corresponding to the spectral-envelope reshaping. The
time -expanded output is played back at c times the original clock rate in order to restore time,
and expand frequencies. Again, there are no conceptual difficulties in the implementation.

Systems which need to copy up the available harmonics in order to generate additional high-
frequency harmonics are those which are most uncertain as to the quality of the synthesized
speech generated using the FFT phase-vocoder version, These include the baseband-excited
vocoder and the female-to-male-like voice transformation. Adding the phase measured out of
the last available DFT coefficient to the phases measured from all the others can be done, as
before, but it will generate outputs which are less constrained as to frequency content. The
effective bandwidth of each pseudofilter in the higher band will be equal to the sum of the band-
widths of the two filters that were combined to generate it. Hence, the spectrum must be up-
dated twice as often in order to be able to recover the intermediate samples.

Consider a simple case of copying up the excitation once and introducing the spectral enve-
lope spread over the double spectral range. If the phase information is then multiplied by the
factor 0.5, the result is a lowering of the fundamental frequency by a factor of 2 while preserv-
ing the spectrum. For this example, there are 2N DFT coefficients spanning only the original
4000-Hz band. The inverse DFT yields a waveform ;\{Ri(m) spanning a 2N sample-window dura-
tion, at the original sampling rate. In other words, the hanning window is now twice as long in
absolute time, but the sampling rate is identical to that of the input waveform x(n). The set of
?(Ri(m) can be filtered using the same lowpass-filter coefficients as were used for the case of
no time change, to generate an output waveform with both time and spectral envelope preserved,
but fundamental frequency lowered by a factor of 2.

For the more complicated case in which the spectrum is also altered by 20 percent, the only
difference is that the spectral-envelope information no longer fills out the entire 2N-point spec-
trum. Zero-padding to 2N will recover a system much like the one above, and the procedure
from that point is identical.

Thus, there are no conceptual difficulties in realizing any of the above transformations using
an FFT phase vocoder. The issues which need to be investigated concern mainly how often the
DFT must be computed to get superior quality in terms of the spectral-envelope modeling, and
in terms of the phase unwrapping, and whether r discontinuities in phase will introduce adverse
effects. It remains to be demonstrated, by actually implementing an FFT version, whether the

theoretical treatment has overlooked some inherent flaw.
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IX. RESULTS

Six versions of the system were implemented on the Lincoln Digital Speech Processor.
These versions differ from one another only in the way in which the excitation spectrum and spe. -
tral envelope are recombined to form the output waveform y(n). These six versions perform the

following six transformations:

{a) 2:1 time expansion of the waveform; spectrum and fundamental unaltered.
(b) 2:1 time compression of the waveform; spectrum and fundamental unaltered.

(c) Nonlinear 3:1 compression of the spectral envelope; fundamental-frequency
and temporal characteristics preserved.

(d) Male — Female-like: Temporal characteristics preserved; fundamental
frequency changed by a factor of 1.8; spectrum expanded by 20 percent.

(e) Female — Male-like: Temporal characteristics preserved; fundamental
frequency changed by a factor of 0.6; spectrum compressed by 20 percent.

(f) Uncoded vocoder: Temporal, spectral, and fundamental-frequency char-
acteristics unaltered; first 1000 Hz of excitation used to regenerate upper
3000 Hz.

Twelve 2-sec sentences, six male and six female, were processed through each of the sys-
tems, although only half the utterances were processed through systems (d) and (e) (voice mod-
ification). The processed signals were selectively subjected to spectrographic and spectral anal-
yses, and the quality of the output speech was judged by informal listening tests; no intelligibility
tests were performed on the data.

Figure 19 (a-f) shows a sequence of waveforms and spectra for a 32-msec portion of the
vowel in the word "great" spoken by a male. In the figure, the waveform (a) and spectrum (b) of
the original utterance are compared with the waveforms and spectra of the outputs of the male-
to-female conversion system and the 3:1 frequency-compression system.,

The waveform of the female-like utterance is shown in Fig.19(c), and its spectrum is in
Fig.19(d). In comparing these with the original, it is evident that excitation pulses are now

Fig. 19. Waveforms and spectra

for original speech and trans- '
formed speech using two trans-

formation systems. (a) 31-msec

window of waveform in middle

of diphthong /e/ in word "great"

spoken by a male; (b) spectrum &WWWWMW\‘P te)
of waveform in (a); (c) waveform
derived by conversion of (a) to
female-like speech; (d) spectrum ! |

of waveform in (c); (e) wave-

form derived by 3:1 frequency- (a)
compressing spectral envelope
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Fig. 20. Spectrograms of original sentence and outputs of five transformation
systems. (a) Original sentence, "Go and sit on the bed, spoken by a female;
(b) 2:1 time compressed; (c) 2:1 time cxpanded; (d) converted to male-like
voice; (e) 3:1 frequency compressed; and (f) 1000-Hz baseband-excited vocoder.
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occurring more frequently in time, and harmonics are correspondingly more widely spaced in
frequency.  While the spectral envelope still exhibits three resonances corresponding to the first
three formants (shown by the arrows), these have been displaced upward in frequency by about
20 percent.

I'igure 19(e) shows the waveform of the 3:1 frequency-compressed output. This waveforn:
clearly contains only low-frequency information, but the spacing of the excitation pulses is the
same as in the original utterance. The spectrum of this waveform, shown in Fig. 19(f), has cs-
sentially no energy above 7/3 (1333 Hz). However, the three formant resonances are all present
below this frequency.

A set of spectrograms was obtained for the output waveforms produced by five of the six
systems when the input was the utterance "Go and sit on the bed spoken by a female. A comi-
panion set was also obtained for the utterance "The goose laid an odd egg! spoken by a male.
The set of spectrograms for the first utterance is shown in Figs. 20(a) through (f). The preser-
vation of detail in frequency is quite exact for the 2:1 time expansion [Fig. 20(c)}, although time
compression [Fig, 20(b)] seems to have distorted spectral detail in some portions of the utter-
ance — for example, the first formant at the end of the utterance. The pitch striations (vertical
lines in the spectrum) for both these systems appear to be regular and relatively noise-free.

For the conversion to the male-like voice [Fig. 20(d)], the formants are lowered by 20 per-
cent. The pitch striations are clearly spaced by a greater amount than in the original utterance,
reflecting the lowering of the fundamental frequency. The formant bandwidths are perhaps some-
what irregular compared with a typical male utterance (notice the second formant in the word
"bed"); such irregularity is probably a consequence of the inadequate sampling of the spectrum
by the harmonics in the original female utterance.

The resolution of the formant structure in the 3:1 frequency-compressed utterance
[Fig. 20(e)] is not adequate using the filters of a voiceprint machine. Hence, formants (partic-
ularly F1) appear to be constant over long intervals, However, it is clear that little information
exists above about 1300 Hz, and that the formants and frication energy above 1300 Hz have been
compressed rather than discarded.

In comparing Fig. 20(f) with Fig. 20(a), it is clear that the vocoder has restored the upper
formants at essentially the correct frequencies, although formant amplitudes are sometimes
somewhat attenuated relative to the original. The pitch striations, however, are quite accurate
and smooth,

Judging by informal listening tests, the quality of the synthetic speech produced by all these
transformations was quite good, although the frequency-compressed utterance is unintelligible
to untrained ears. It is likely that an improvement in the intelligibility of the frequency-
compressed utterances would be achieved if the frequencies below 200 Hz were attenuated. The
high-energy content of the compressed first formant may be masking important information in
the compressed second- and third-formant r'egions.19

The female-to-male~like conversion system produced an utterance which was highly intel-
ligible and reasonably noise-free, but did not sound quite like a male. It is likely that overar-
ticulation and breathiness are causing a retention of a female-like quality. It is also likely that
male and female intonation patterns are different, a problem that would be difficult to adjust for,
given the present system.

One can conjecture that possible losses in intelligibility and quality of the synthetic speech
may be due to two broad categories of effects: computational degradation and inadequate
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modeling of the transformation process. For all the systems, quantization problems due to
fixed-point arithmetic may be contributing to some low-level background noise. Systems which
must scale the spectrum by modifying the phase component are susceptible to unwrapping errors
in the phase plus the possibility of multiple harmonics appearing in a single-filter output. In the
latter case, a simple doubling of the phase component will generate extraneous frequency com-
ponents at incorrect frequencies, The same problems will also affect systems in which the higher
harmonics are to be generated from the low-frequency band, such as the female-to-male-like
conversion scheme and the vocoder.

The category of inadequate modeling includes assumptions that are made about how to char~
acterize the excitation and the transfer function, and assumptions that are made concerning the
transformation processes. The transfer function is assumed to have zero phase, an assumption
that is known to be wrong. Furthermore, it was necessary to remove the high time components
of the transfer function in order to remove the fundamental. Thus, the derived smooth spectral
envelope may have formant bandwidths that are too broad compared with the true transfer func-
tion of the vocal tract. This smoothing could also tend to reduce the crispness of sounds such
as stop bursts. Temporal smoothing may also reduce stop crispness.

All the systems implemented were simple examples of what can be done using the basic
building blocks of the system. For example, the time-expansion system expands all segments
of time by the same amount. If the goal is to emulate a person speaking slowly, then it is likely
that the time expansion should be done nonlinearly, such that most of the expansion is taken up
in steady-state vowel and consonant portions, whereas consonant releases should have about the ,
same time course as in the original speech. Although the system can handle time-varying time '
change, an algorithm would be necessary to decide when to expand by what amount. Similar ar- ’
guments apply for time compression.

Further complexities that should be introduced in some of the other systems have already

been discussed. More careful modeling of the voice transformations is needed, such as further
separation of the transfer function into glottal effects and vocal-tract effects, and independent
adjustments of each of these components. Psychoacoustical issues should be addressed more
carefully in the design of the frequency-compression system,
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: X. CONCLUSIONS

A speech analysis-synthesis system has been developed which is capable of linear scaling
of the fundamental frequency and nonlinear or linear scaling of the spectral envelope so as to
realize a large number of transformations on the speech waveform. The desired remapping of
the spectrum can be specified explicitly, and depends upon the particular application. The sys-~

tem is impervious to voicing errors or errors in the measurement of the fundamental frequency,
because the excitation function is never explicitly modeled. Furthermore, because the excita-
tion function is obtained by deconvolving with the transfer-function filter, the speech is more
natural sounding than speech generated using a periodic pulse train or random noise source as
excitation.

The system is also capable of time-scale modification in conjunction with the transforma-
tions of the spectrum or fundamental frequency. This feature evolves because a phase vocoder
is embedded in the system structure.

A versijon of the system operates as a baseband-excited vocoder, Higher harmonics are 1
generated from the low-frequency band by frequency-shifting the available spectrum by an amount
equal to integer multiples of the frequency of the highest harmonic present in the baseband.

Again, explicit extraction of the value of this frequency is never done, so that transients which 1
might arise due to decision errors do not occur.

Several aspects of this system can be pursued in greater depth. Since the system requires a
considerable amount of processing time, a configuration using an FFT-type phase-vocoder struc-
ture would be essential before the system is practical. Using presently available hardware, the '1
FFT version should be implementable in real time.

The baseband-excited vocoder which was implemented was only a demonstration system.
Data reduction occurred only in that the excitation spectrum was reconstructed from the 0- to
1000-Hz frequency band. For conversion of that system into a practical baseband-excited vo-
coder, the system would have to be split apart into a separate analyzer and synthesizer, and the
spectral envelope and baseband would have to be downsampled and encoded.

The frequency-compression scheme was also only a demonstration system. A more useful

version of that system should run in real time and allow independent user adjustment of the
amount to compress the spectrum and the amount to lower the fundamental frequency. Further-
more, the compression scheme for the spectrum was not carefully chosen based on psychoacous~
tical data. It may result that a simple linear-compression scheme yields more intelligible speech
than the nonlinear scheme that was implemented. Furthermore, it may be necessary to pre-
emphasize the compressed speech to reduce the masking effect of the first formant on the higher
formant int‘ormation.19 Licklider and Millez‘20 report only a 10-percent reduction in articulation
score for speech which is highpass-filtered to remove all frequencies below 1000 Hz. Therefore,
attenuation of those low frequencies should not affect overall intelligibility very much. Finally,

a formal test involving extensive training of both unimpaired and hearing-impaired listeners on

the frequency~transformed speech is necessary before an evaluation of the effectiveness of the
transformation process in improving intelligibility is possible.

A version of the voice-transformation scheme may be useful at the front end of a speech-
recognition system, In that case, additional processing would be needed to measure the mean
fundamental frequency and mean formant frequencies of the voice. The measured values could
then be used to determine the amount by which to adjust the excitation and spectrum to convert
the voice into a canonic speaker for whom the system has stored templates.
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The voice-trangformation system could also be used to quantify the perceptually significant
differences between male and female voices. For such a study, it may be necessary to use a
time-varying frequency-remapping function which is adapted to the spoken speech sound.16 Fur-
thermore, a simple linear scaling of the excitation may not be adequate. For example, female
voices often sound breathy compared with male voices. Such breathinegs is attributed to a par-
tially open glottis, and can be modeled by a glottal spectrum with greater attenuation in the high
frequencies and a turbulence noise source superimposed on the periodic source.Zl

In summary, a speech analysis-synthesis system has been developed and implemented which
exhibits considerable promise as a potential tool in geveral speech-related experiments. The
system as implemented is not very practical because of its heavy computational requirements.
However, the system should be able to be reconfigured at great savings in computation with
little degradation in quality, using an FFT algorithm, Specific transformations have applica-
tions in the fields of speech bit-rate reduction, aids to the handicapped, psychological and
psychoacoustical experiments, and speech-recognition systems.
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